A Novel Approach for Handling Imbalanced Data in Medical Diagnosis using Undersampling Technique
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ABSTRACT
In many data mining applications the imbalanced learning problem is becoming ubiquitous nowadays. When the data sets have an unequal distribution of samples among classes, then these data sets are known as imbalanced data sets. When such highly imbalanced data sets are given to any classifier, then classifier may misclassify the rare samples from the minority class. To deal with such type of imbalance, several undersampling as well as oversampling methods were proposed. Many undersampling techniques do not consider distribution of information among the classes, similarly some oversampling techniques lead to the overfitting or may cause overgeneralization problem. This paper proposes an MLP-based undersampling technique (MLPUS) which will preserve the distribution of information while doing undersampling. This technique uses stochastic measure evaluation for identifying important samples from the majority as well as minority samples. Experiments are performed on 5 real world data sets for the evaluation of performance of proposed work.
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1. INTRODUCTION
In various real time applications many of the data sets are very much imbalanced in nature. In such data sets majority class contains much more samples as compared to the minority class which contains very few samples. Because of this imbalance classifier may biased towards the majority samples and may misclassify the samples from the minority one. Standard classification algorithms also fail to classify such form of imbalanced data accurately with least misclassification error. The misclassification cost of minority sample is always much more than the misclassification cost of majority sample. Hence it is essential to resolve the imbalanced learning problem and classify the data more precisely. Consider the mammography data set which consist of 700 majority samples (non-cancerous) and 300 minority samples (cancerous). If such data set is given to any machine learning classifier, then as there is an imbalance in the data set, classifier may misclassify the samples from minority class into majority, i.e. cancer patient may be classified as a non-cancerous. Therefore, it is evident that in this domain, we need a classifier which provides high accuracy for the minority samples.

In order to deal with imbalance problem 4 major solutions are provided in the literature, namely sampling, active learning, cost sensitive learning and kernel based methods. Sampling based methods provide the solution at data level by balancing the number of samples among classes. Oversampling and undersampling are two key categories of sampling in which samples are either added to majority class or samples are added in the minority class. Both techniques have their own advantages as well as drawbacks. Active learning approaches focus mainly on acquiring labels to the unlabeled data. Another method is cost based method which provides solution to an imbalanced dataset at the algorithmic level. It uses cost matrix which represents costs associated with each representation. Besides of these methods, kernel based methods also work well in handling imbalanced datasets.

This paper proposes MLP-based undersampling technique which selects only important samples from the majority class for the training of MLP. Importance of samples is decided by computing a stochastic sensitivity measure (SM) value. To preserve the distribution of information, this technique divides the majority class into a number of clusters and from these clusters only most important samples are selected for SM evaluation. Section II provides a brief review on related works. The MLP based undersampling technique is presented in Section III. Section IV shows experimental comparisons between the proposed technique and current methods, and we conclude this paper in Section V.

2. BACKGROUND
There are four major categories that are useful in handling imbalanced data sets, which are nothing but sampling based methods, cost based methods, kernel based methods and active learning methods. This section provides a brief review on methods of imbalanced learning from sampling category only. Remaining methods can be found in [1] along with the nature of the imbalanced learning problem, approaches, various assessment metrics, major opportunities and challenges.

There are many undersampling techniques available in the literature. In random undersampling samples from majority class are randomly removed from the majority class to balance the data set. The Main deficiency of this method is that some important information may be loss. To overcome this problem, many researches proposed various undersampling techniques based on some statistical Knowledge. In [2] two methods, namely EasyEnsemble and BalanceCascade have been proposed. In EasyEnsemble technique, majority class is sampled into a number of subsets having size equals to the size of a minority class. Then for
each subset and entire minority class a learner is trained and output of those learners is then combined to get the final results. In case of BalanceCascade, learners are trained sequentially. The samples which are correctly classified from majority class are removed to avoid duplication. The KNN based approach has been proposed in [3]. This paper proposes four different methods for choosing majority training samples Near Miss 1, Near Miss 2, Near Miss 3 and most distant method. In [4] a new undersampling technique which is known as One Sided Selection (OSS) method has been proposed which keeps only important samples from the majority class to balance the data. This selection is done using minority class and one randomly selected majority sample along with KNN algorithm. The main drawback of this method is that, overall performance is dependent on the randomly selected majority sample. To solve this issue, a method CluterOSS has been proposed by researchers in [5] which is the adoption of OSS method. In this technique, samples of majority class are clustered using k-means algorithm and samples which are closer to the center are taken for undersampling process. Many undersampling techniques do not consider distribution of information among classes. To this end, one novel approach has been proposed as diversified sensitivity based undersampling (DSUS) which preserves the distribution of information using clustering and SM evaluation [6].

As undersampling techniques remove samples, there may be loss of information. Many researchers have worked on generating new samples in the minority class samples to get balanced data. In random oversampling original minority samples are randomly replicated, which may leads to the over fitting problem [7]. Synthetic Minority Oversampling Technique (SMOTE) has been proposed which generates the new synthetic sample for each minority sample. Initially it selects randomly a nearest neighbor of candidate sample. Then calculate the difference between candidate sample and its neighbor and multiply this difference by a random number in range of 0 and 1. This difference is added to the original candidate sample to get the new synthetic sample [8]. As SMOTE generates new samples for each minority, it may leads to overgeneralization. Also, it generates synthetic samples regardless of majority class, hence overlapping between classes increase. To overcome these deficiencies, many adaptations such as borderline-SMOTE [9], safe-level SMOTE [10], local neighborhood-based SMOTE [11], rough set theory based SMOTE [12], and Enhanced SMOTE [13] has been proposed. In borderline-SMOTE the samples located nearest to the decision boundary are identified first. These samples are also called as seed samples which are further used for synthetic sample generation. In case of safe level SMOTE, it generates the new samples along the same line as SMOTE does but with different safe levels. The safe level of any minority sample is nothing but a number of minority samples in its k nearest neighbors. This technique generates new synthetic sample closer to the larger safe level so that new instances will lie within the minority class. This will eliminate the problem of overlapping. A safe-level SMOTE gives better results than SMOTE and borderline-SMOTE.

Another technique, namely, Ranked Minority Oversampling and Boosting (RAMOBoost) has been proposed in [15] which adaptively assigns a rank to each minority instance at every iteration and generates synthetic samples according to probability distribution which is based on the distribution of information. Furthermore, when data changes across time, incremental learning is required. Very few works have been done in dealing with imbalance problems in incremental learning [16-18]. Hence imbalanced data is a vital issue in incremental learning for many web-based real-world applications.

3. PROPOSED FRAMEWORK: MLPUS

The MLPUS involves three key mechanisms: a) clustering of majority class samples b) selection of important samples using SM evaluation c) training of MLP using selected samples in SM evaluation. Figure 1 shows the overall flow of MLPUS. When the imbalanced data is given, the proposed system initially cluster both classes separately into k clusters where, \[ k = \lfloor \sqrt{N_p} \rfloor \].

**Figure 1: Work flow of MLPUS**

Here k-means algorithm is used for clustering. Then from each cluster the sample located closest to the centroid of the cluster is taken and added into the training data set. In this way, in the initial training of MLP, we will get an equal number of samples from majority as well as minority class. The value of \( p \) remains constant at every iteration. These training samples are removed from the original data set. In 3.1 we present MLP training algorithm. The key step of undersampling i.e. SM evaluation is presented in 3.2.

As the number of majority class samples are much more than minority class samples, we cluster these majority samples into \( N_p \) number of clusters so that only important samples will take part in undersampling and distribution of information is also
preserved. The MLPUS chooses a sample near to the centroid of these \( N_p \) clusters and their SM values are then computed. Similarly, SM values of all minority samples are computed and \( k \) samples are selected having largest SM. These \( 2k \) samples are then added to the training data set so that MLP will get balanced training data set. In every iteration training data set consists of \( 2tk \) number of samples where \( t \) is the number of iterations and its value cannot be greater than \( k \). The samples which are selected in this process are removed iteratively from the original data set and this process will repeat till minority samples are more than \( k \).

Notations:
- \( S_{maj} \) : Set of majority samples
- \( S_{min} \) : Set of minority samples
- \( N_p \) : Number of samples in minority class

Problem Description:
Let \( S \) be the system, \( S= \{ S_{maj}, S_{min}\} \)
Where, \( S_{maj} > S_{min} \)
Algorithm:
Step 1: Training the initial MLP
a. Cluster both \( S_{maj} \) and \( S_{min} \) into \( k = \sqrt{N_p} \) clusters each.
b. Let \( A_0 \) and \( B_0 \) be the empty sets.
c. From each \( k \) cluster of the minority class, add the sample located closest to its center to \( A_0 \).
d. From each \( p \) cluster of the majority class, add the sample located closest to its center to \( B_0 \).
e. \( S_{min} = S_{min} - A_0, S_{maj} = S_{maj} - B_0 \)
\( S = A_0 \cup B_0 \) and \( d = 0 \)

Step 2: Train MLP using \( S \)
While \( N_p > k \) do

Step 3: Find most important samples from majority class
a. Cluster \( S_{maj} \) into \( N_p \) number of clusters.
b. Let \( C, A_d, B_d \) be the empty sets and \( d = d+1 \).
c. From each cluster of \( S_{maj} \) select the sample located closest to its center as an important sample and add this to set \( C \).

Step 4: Compute the value of SM for each sample of \( C \) and \( S_{min} \) as
\[
I(x) = \frac{1}{H} \sum_{x_i=1}^{H} (g(x + \Delta x_i) - g(x))^2
\]

Step 5: Add \( p \) samples from \( C \) and \( S_{min} \) having largest SM value to set \( A_d \) and \( B_d \) respectively.

Step 6: \( S_{min} = S_{min} - A_d, S_{maj} = S_{maj} - B_d \).

Step 7: Train a MLP using \( S \).
End while.

Illustration:

Figure 2 shows one example of how MLPUS selects the samples for MLP training and SM evaluation. Upper partition represents an initial training of MLP. If there are 1000 samples in majority class and minority samples are only 100, then both classes are clustered into 10 clusters. From each cluster one sample is selected and added into the initial training data set. These samples are then removed from the original data set. Hence, in lower partition majority class contains 990 samples and minority class contains 90 samples. Then the only majority class is clustered into 90 clusters. Then from each of these clusters only representative samples are selected. Hence 90 samples from majority class and 90 samples from minority class are given for SM evaluation.

3.1 MLP Training
The utmost standard Neural Network is the Multi-Layer Perceptron (MLP) architecture, in which back propagation is used for training the model. It entails minimum three layers: an input layer, an output layer and one or more hidden layers. Firstly, connection weights are initialize randomly and learning rate (\( \eta \)) is chosen. If the learning rate is very less then learning will be too slow and if it is very high, then learning will not be done properly by MLP. Hence the value of \( \eta \) must be appropriate as it affects the performance of MLP. Then for each input sample \( X \) consider \( x_1, x_2, x_3 \ldots x_n \) are the
input features and \( w_1, w_2, w_3 \ldots w_n \) are their corresponding weights. Then output at each neuron:\[ x_1 w_1 + x_2 w_2 + \ldots + x_n w_n \]

This output is propagated at each layer and for output unit error is computed as \[ \text{Error} = \text{Expected output} - \text{actual output} \]

This error is then back propagated and weights are updated accordingly.

MLP can be defined as below:

\[
g(x) = \sum_{j=1}^{M} w_{kj} f\left( \sum_{i=1}^{n} w_{ji} x_i \right)
\]

Where,

- \( w_{kj} \) = connection weight between output neuron (k) and hidden neuron (j),
- \( w_{ji} \) = connection weight between hidden neuron (j) and input neuron (i),
- \( M \) = number of hidden neurons
- \( f(x) \) denotes the sigmoid function and can be defined as

\[
f(x) = \frac{1}{1 + e^{-x}}
\]

### 3.2 SM Evaluation

In [19] localized generalization error model has been proposed in which SM of a RBFNN was computed for the selection of RBFNN architecture. But this technique does not calculate SM value for individual instance. In [20] for the hyper-parameter selection sensitivity of each sample is measured by using SM computation for SVM. In [6] SM of RBFNN has been proposed which is used for evaluation of each sample for undersampling. This SM value will measure the output fluctuations of RBFNN. The SM can be defined as squared difference between output of original sample and output of future unseen sample. If any small change is made to input features of sample then how its output is perturbed is measured using SM computation. The samples which are hard to learn will get largest value so that these samples will iteratively added in the training set and MLP will not misclassify them. Equation (3) shows the SM computation for each training sample \( x \).

\[
I(x) = \frac{1}{2H} \sum_{h=1}^{H} (g(x + \Delta x_h) - g(x))^2
\]

Where, \( \Delta x_h \) is halton point and function \( g(x) \) can be defined as follows

\[
g(x) = \sum_{j=1}^{M} w_{kj} f\left( \sum_{i=1}^{n} w_{ji} x_i \right)
\]

Where, \( M \) indicates the number of hidden neurons and function \( f(a) \) is a sigmoid function.

### 4. EXPERIMENTS AND RESULT ANALYSIS

As the proposed technique uses k-means algorithm for clustering of samples, in the initial training of MLP the value of k is equal to the square root of the number of samples in the minority class. To select the representative samples from the majority class, it is again clustered using k-means and here, k is equal to the number of samples in the minority class. Here, Multilayer Perceptron (MLP) is used for the classification. Performance of MLP is depends mainly on values of learning rate and epoch. In table 1 different values of learning rate are taken and how these values affect the accuracy and other parameters is recorded. The value of learning rate should lie in between 0 and 1.

#### Table 1: Results on values on change in learning rate

<table>
<thead>
<tr>
<th>Learning Rate</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>95.21</td>
<td>96.82</td>
<td>96.11</td>
</tr>
<tr>
<td>Kappa Statistics</td>
<td>0.910</td>
<td>0.936</td>
<td>0.921</td>
</tr>
<tr>
<td>Mean Absolute Error</td>
<td>0.072</td>
<td>0.054</td>
<td>0.063</td>
</tr>
<tr>
<td>Relative Absolute Error</td>
<td>10.97</td>
<td>10.95</td>
<td>9.23</td>
</tr>
</tbody>
</table>

From above results it is clear that if learning rate is 0.3 then MLP will give more accurate results. If learning rate is too high then accuracy may increase, but in that case MLP cannot learn properly. Similar experiment can be done to find out best value of epoch. Here epoch value is set to 300. The number of input features equals to the number of input neurons. The number of hidden neurons are set to 6 and output neurons is kept 2. For the activation function sigmoid function is chosen.

In this paper, in order to evaluate performance of MLPUS various experiments are carried out on 5 real world data sets which are taken from UCI repository. Table 2 shows characteristics of these data sets in the form of number of attributes, number of minority and majority samples and imbalance ratio. All data sets are in binary form.

#### Table 2: Description of real world data sets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Minority samples</th>
<th>Majority Samples</th>
<th>Imbalance Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima Diabetes</td>
<td>120</td>
<td>499</td>
<td>0.35:0.65</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>85</td>
<td>201</td>
<td>0.35:0.65</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>32</td>
<td>123</td>
<td>0.21:0.79</td>
</tr>
<tr>
<td>Mammographic</td>
<td>445</td>
<td>516</td>
<td>0.46:0.54</td>
</tr>
<tr>
<td>Liver Disorder</td>
<td>145</td>
<td>200</td>
<td>0.42:0.57</td>
</tr>
</tbody>
</table>
To evaluate the performance of proposed work various performance measures can be derived from the confusion matrix such as precision, recall, overall accuracy and G-mean. There are other parameters such as kappa statistics, mean absolute error and relative absolute error which can be used for the evaluation. Table 3 shows all these measures with respect to above data sets.

Table 3: Performance measures of MLPUS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
<th>G-mean</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima Diabetes</td>
<td>0.862</td>
<td>0.85</td>
<td>0.86</td>
<td>86.05</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>0.968</td>
<td>0.97</td>
<td>0.963</td>
<td>96.29</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>0.98</td>
<td>0.867</td>
<td>0.931</td>
<td>97.05</td>
</tr>
<tr>
<td>Mammographic</td>
<td>0.85</td>
<td>0.86</td>
<td>0.85</td>
<td>85.18</td>
</tr>
<tr>
<td>Liver Disorder</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
<td>84.25</td>
</tr>
</tbody>
</table>

As this undersampling technique uses MLP as a classifier, there are another efficient classifiers which may improve the classification results of the system. If MLP is replaced by CART or SVM then in some cases MLP gives good results but in most of the cases SVM gives better results in terms of accuracy.

Table 4: Performance of various classifiers

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MLP</th>
<th>CART</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima Diabetes</td>
<td>86.05</td>
<td>94.42</td>
<td>98.90</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>96.29</td>
<td>93.12</td>
<td>85.35</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>97.05</td>
<td>85.29</td>
<td>97.75</td>
</tr>
<tr>
<td>Mammographic</td>
<td>85.18</td>
<td>87.19</td>
<td>89.31</td>
</tr>
<tr>
<td>Liver Disorder</td>
<td>84.25</td>
<td>94.75</td>
<td>99.39</td>
</tr>
</tbody>
</table>

In this section another experiment is performed on pima diabetes data set for SM evaluation. When this data set is given to the MLPUS, then SM values of certain instances are recorded. We collect these SM values of both majority as well as minority samples as shown in table 6. For particular samples SM values are very high as these samples are hard to learn for the classifier.

Table 6: SM values of minority and majority samples

<table>
<thead>
<tr>
<th>No of samples</th>
<th>SM values of minority samples</th>
<th>SM values of majority samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-5</td>
<td>0.021</td>
<td>0.086</td>
</tr>
<tr>
<td>6-10</td>
<td>0.026</td>
<td>0.006</td>
</tr>
<tr>
<td>11-15</td>
<td>0.253</td>
<td>0.099</td>
</tr>
<tr>
<td>16-20</td>
<td>3.480</td>
<td>1.52</td>
</tr>
<tr>
<td>21-25</td>
<td>0.007</td>
<td>0.082</td>
</tr>
<tr>
<td>26-30</td>
<td>1.526</td>
<td>0.110</td>
</tr>
<tr>
<td>31-35</td>
<td>0.030</td>
<td>0.027</td>
</tr>
<tr>
<td>36-40</td>
<td>0.020</td>
<td>0.002</td>
</tr>
<tr>
<td>41-45</td>
<td>2.628</td>
<td>0.017</td>
</tr>
<tr>
<td>46-50</td>
<td>5.199</td>
<td>0.271</td>
</tr>
</tbody>
</table>

Following graph shows the representation of this SM evaluation. From this graph it is clear that SM values of particular majority samples are greater than that of the
minority samples. But for most of the minority samples SM values are high as these samples are difficult for learning.

![SM Evaluation Graph](image)

**Figure 4: SM values of majority and minority samples**

As shown in this graph initially SM values for majority samples are greater than minority, but at the end there is huge difference between values of both classes. Minority values are much more than majority.

5. CONCLUSION

As many undersampling techniques exists for imbalanced learning problem, this proposed MLPUS technique preserves the distribution of information among the classes. It selects the most important samples from the majority class. As SM evaluation is used for undersampling purpose, hard to learn samples are iteratively added in the training data sets and will not be misclassified by the classifier. Instead of using MLP if SVM is used for classification then more accurate results can be obtained. MLPUS also performs much better than other sampling techniques. SM evaluation of this method helps to identify important samples for undersampling. As here k-means algorithm is used for clustering, it can be replaced by other clustering mechanisms in order to improve the performance of MLPUS. Several future adaptions can be made to this technique. This proposed technique can be integrated with other oversampling techniques in order to investigate whether 2 techniques will give better results together. This undersampling technique can be extended for multiclass imbalance problem. This technique can be used to resolve the imbalanced problem occurring in the incremental learning.
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