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ABSTRACT 

Most important issues that scientific research seeks to solve 

the limited power, since consuming battery energy comes 

from communication among sensor nodes in wireless sensor 

network. 

Anew method for traffic management with load balancing in 

wireless sensor network (WSN) has been proposed using 

backbone update messages. The method of reducing the 

number of connection and maintain these connections by 

nearby Virtual Backbone (VB) sensors or identify the new VB 

for maintaining a multi-connections, attach these nodes with 

new VB to maintain the node connections, analyzed the 

quality of proposed solutions that implemented with path of 

sink nodes.  

Finally, simulation of managing the traffic for sample network 

focusing on substantial savings by controlling the power by 

balancing the routing of available connections.   
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1. INTRODUCTION 
Met wireless sensor networks field recently increasing interest 

as a result of the significant expansion in the operation fields 

and technical developments, as wireless connectivity has 

helped to ease the spread of information and continuity 

beyond the field of wireless Internet capability. 

Power generating unit is the re-mobilization of energy stocks 

and practiced by a lot of times even at the expense of 

processor specifications used in applications that rely on low 

frequencies and low pattern of energy in addition to the 

external of  flash memory that require space is relatively 

larger than the device memory static primary. 

There are a lot of problems still processing by researchers in 

the WSN to enhance with various conditions; the most 

important one is energy consumption. 

A sensor network consists of a large number of sensor nodes 
with multi connections concentrating on some nodes and 

communicate with their local peers made delay in packet 

delivery so that multiple techniques has been made such in [1] 

to enhance the message delivery rate performance using 

mobile sink in WSN with various purpose. Power can be 

considered as major issue due to it should be managed to 

maximize the battery life of sensor. To avoid power 

dissipation for mobile sink sensors due to using its path rather 

than others, fair distributed workload is needed.  

All nodes including with backbone node connected via one or 

two hop distance, packet path can be evaluated from source 

node to destination, so routing required to be considered in 

multi-hop wireless network. Such a type of VB construction 

in MANET [2] is concentrated by the researchers in 

simulations; VB with high transmission range to one hop 

location from neighbors with VB that started called reserved 

VB. 

 

Fig 1: Power Consumption in Micro WATT for WSN 

Status 

Different status of power consumption showed in figure 1in 

which power needed at each specific time to discover a simple 

but efficient load balancing routing technique, an algorithm to 

balance the connection without the knowledge of load 

information and no additional communication overhead. 

There are several mechanisms for node deployment using 

Multiple [3] or mobile sink [4] based, multiple sink balance 

fairly the load among all nodes while one or more number of 

mobile sink in which power distributed evenly among mobile 

node. 

2. RELATED WORK 
A practical design of any wireless networks required a 

balance between an violent reuse of the spectral resource 

throughout the network and managing the resulting co-

channel interference. 

In [5] both sleeping and rate adaptation are valuable 

depending (primarily) on the power profile of network 

equipment and the utilization of the network itself, while a 

determining the optimal sense sleep Trees structures in [6]  for 

increasing the monitoring coverage and operational lifetime of 

mesh-based WSNs. 

VBs [7] had been developed and only a few numbers of nodes 

perform the routing function. By regarding that the number of 

nodes is attached with unique backbone node during the 

movement.  
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New mechanism for energy management had been developed 

called context and power aware based task manager [8], The 

GAF protocol described in [9] a power save protocol that 

utilizes the information about the geographical location of the 

nodes. In such protocol like in [10] manage the routes 

dynamically and balance the data traffic by current load 

distribution, while in [11] use multi-path routing to fairly 

divide the traffic among nodes or paths. Load balancing 

schemes used in many researches to increase network life 

time and reduce power consumption such as 

[12],[13],[14],[15],[16],[17], and [18]. Also in [19] data 

driven routing protocol had been proposed to Optimize 

network energy by minimize the overhead of link. 

In [20] using of distributed congestion control algorithm to 

balance the transmission rate, proposed system balance the 

fairly traffic sharing among all sensors path to base station to 

save power like in [21] with mobile sink. Distributed 

algorithm in [22] used construct and maintain the connectivity 

with dominant set in Mobile Ad-hoc Network. 

3. ASSUMPTION AND NETWORK 

MODEL 
There are different methods to evaluate weights that data 

traffic from nodes to find the routes. The network sample in 

this paper is fully connected along with both types of VB and 

Non-VB nodes which are different in transmission and 

communication performance and communication protocol, 

where individual node doesn’t address the network load 

balance. The backbones couldn’t manage the routing 

information for nodes because the nodes including the 

backbone node connected via one or two hop distance. 

Each two nodes, not a single are: single hop connected with 

direct communication in same messages. The relation between 

performance and density, Scalability measures the density of 

the sensor nodes. Collection and processing of data for the 

sensors is the most efficient in the local data processing as 

compared with sending raw data to the primary station to deal 

with them and that's where the largest number of sensors that 

could lead to flooding in the messages so is choosing some 

sensors for the purpose of collecting data, which need 

algorithms assemble require storing messages prior to 

treatment, and this is a big challenge after the devices with a 

processing capacity of weak and with limited storage space in 

the event of large and wide coverage and networks are 

possible in the event that the amount of data that are sent by 

each device small degree can be stored sensor as described in 

figure 2. 

In this paper, An algorithm has been proposed todistribute 

virtual wireless sensors with three main steps as follow: 

Construct all VB and maintain its connection, balance the 

connection of routing, and maintaining the connections, 

balance energy consumption by routingpackets for each 

sensor node are needed to neighbors’ one hop because of 

forwarding data by specific nodes will consume more energy 

than other nodes, VB differs from NonVB in terms of 

communication and transmission range.  

The balance routing algorithm is starting when allow number 

of connections for every created VB node that connect to the 

node or reserved one hop for new VB to alternate routing, 

finally connection maintained and routing table updated by 

VB. Link weight needed to transmit from one node to another 

(L) can be calculated by:   

}'/exp{2

Tddoddddd VnVIVfVCP  Where: 

Power needed transmit from one node to another “P”, 

Maximum energy “Me” and available power in node “Ap”. 

While power consumption in Data Processing (Pd) is 

calculated as: 

 

Where: “C” represents the total switching capacitance, “Vdd” 

represents the voltage swing, F is the switching frequency. 

Fig 2: Nodes Connection Mechanism 

The following phases are needed to perform the proposed 

algorithm: 

3.1 Procedure: 1. Connection & 

Construction 
2. Input: VB Node VBN, Neighbor Node NN, Non VB node 

NVBN, Specific Destination D via mobile sink, Transmission 

Range T, Number of Connections in sample Network C. 

3.                              
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3.2 Procedure 2: Connection and routing 
2. Input: VB Node VBN, Network sample N, link among 

nodes for sample network L, overall node in sample network 

G, Number of Connections in sample Network C, Reserved 

VB node RVB, each node in G can access with one node 

from these nodes set controller.  

3.                                   

4.                   

5.                    

6.                                       

7.               

8.                     

9.                                                      

                        

10.                            

11.        

12.           

13.                                                     

                                  

14.                              

15.                            

16.                 

17.                           

18.        

19.           

3.3 Procedure 3: Connection maintenance 
2. Input: VB Node VBN , Number of Connections in sample 

Network C, Reserved VB node RVB, Neighbor Node NN, 

overall node in sample network G.  

3.             

4.                                           

5.                                                       

                          

6.                                   

7.                                                     

8.             

9.                                      

10.                                                     

           

11.                                        

12.                                  

13.                              

14.        

15.           

4. EXPERIMENTAL AND 

SIMULATION OF RESULT 
The sensor nodes assumed to be distributed randomly, 

performance measuring for routing protocol and balance the 

routing via sample network with specifications are: about 100 

nodes while simulation above in figure3 covers about more 

than 200 nodes , packet=256bytes, specific grid size, and 

limited power according to transmit/receive packet and start 

up power required to show blocking rate. 

 

Fig. 3: Graph CBR throughput 106with various speeds 

Next, figure 4 demonstrates the balancing of the load among 

all available paths with greatest bandwidth with respect to 

speed and packet size. At starting duration of time each node 

has some time initially to be idle waiting for using entire 

sample of network in which destination will be selected 

randomly, packet will be moved to destination node via 

number of load connections of non VB nodes, figure 4 also 

shows the relationship between the number of packets those 

received with regarding to performance of the network and 

balancing the load starting with speed 10 to the power 4 

millisecond’s and increasing one by one with time by x-axis 

and number of delivered packets shows by y-axis to describe 

the performance of proposed system network. 

Fig. 4: packet delivery with manage the load performance 

5. CONCLUSION & FUTURE WORK 
Load balancing enhances energy consumption in mobile node 

since the movement of these nodes is limited. If the 

connections are overloaded, a new VB handle this case using 

network resources with respect to efficient bandwidth 

blocking rate. VB establishes alternative routing path in case 

of missing current routing that discover one hop reserved VB.  

This paper is designed and implemented based on sample 

network with limited number of nodes, so that for future work 

a larger network proposes to build and implement which 

approximately carry same characteristics of real network.       
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