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ABSTRACT 
The two most important issues that have to be handled in data 

dissemination are efficiently exploit the available bandwidth 

and conserver the energy of mobile devices. In the previous 

research, Optimal Round Robin (ORR) Scheduling Algorithm 

for dissemination of varied length data items was proposed. In 

this paper, another scheduling algorithm which is similar to 

ORR is proposed and prove that it has better performance 

when compared in terms of access time. The existing metric 

stretch is used to propose new algorithm. The analytical 

model for the proposed algorithm show that it performs well. 
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1. INTRODUCTION 
Advancement in current technological growth in internet 

created a high demand for scarce resources in wireless 

network. It has become a challenge for data scheduling 

algorithms to use the scarce resources such as bandwidth and 

power of the mobile devices to be efficiently used. The client-

server model is used in network applications where client 

sends a request for desired data from the server and the server 

responses back to the clients. It is assumed that the available 

bandwidth from server to client is sufficient enough to serve 

the requests of the clients. In order to serve the clients 

efficiently and to reduce the access time of their requested data 

an efficient schedule has to be designed. In this connection 

there are basically two types of scheduling models: push and 

pull. According to the authors of [1, 4], in push model server 

proactively disseminates the data items with it based on the 

precompiled access probabilities of these data items. Pull 

model discussed in [3,5,8]. In this model server doesn’t 

broadcast the data items until unless the clients have put 

requests. The advantage of both the models is that if one client 

puts a request it would be served to a large number of clients. 

In this context [8] has initiated the study of pull/on-demand 

scheduling. Algorithms of [11] are FCFS, Round Robin, SJF 

which are studied with respective to operating systems have 

considered in [6] for scheduling data items with fixed lengths 

(sizes). [2,9, 10] has defined stretch as the metric to consider 

variable lengths of the data items and defined LWT,MRF, EDF 

and RXW. 

Section 2 presents the model for the proposed algorithm.  

Section 3 defines the proposed (ERR) algorithm. In Section 4   

evaluates experiments on the proposed algorithm. Finally 

Section 5 concludes the paper with future scope.  

2. MODELING THE PULL (ON-

DEMAND) BROADCAST 
This section starts with the designing of a suitable analytical 

model to evaluate the performance of the proposed pull 

model. The primary goal of this analysis to is calculate 

approximately the minimum waiting time for the data items 

by the clients. 

The parameters and the assumptions used in the model are 

defined as follows:  

1. There is a single server which will be serving 

multiple clients through its downlink channel and 

receives requests from the clients using uplink. 

Assume that the capacity of the downlink if greater 

than the uplink.  

2. The database at the server has N number of distinct 

data items. i.e. N={1,2,...,N}  

3. Access probabilities represent the popularity of the 

data items. These items are arranged in sorted order 

based on their access probabilities {P1 ≥ P2 ≥ P3...≥ 

PN}. These probabilities follow Zipf distribution [7] 

with θ as skew coefficient such that 

    
       

        
   

 

4. The lengths (sizes) of the data items are randomly 

distributed. Generally, this size si (length) is 

assumed to be the service time of the data items.  

5. λ , is the arrival rate of the pull system. 

6. The metric stretch is defined as        
 

  
      

 

where Qi is the request queue of the data item i 

2.1) Minimum Expected Waiting Time: 

As the primary goal of the proposed algorithm is to minimize 

the average access time of the data items by the clients, this 

indirectly means that the waiting time has to be reduced. In 

this algorithm the waiting time of data items is calculated, 

which is similar to the traditional round robin technique. 

Every item has to be assigned with time quantum till it is 

broadcasted completely. Waiting time is calculated as the 

difference between the total times the item has waited with the 

actual service time (wti). Then calculate average waiting time 

as 

           
 

   
            

Where Pi is the access probability of data item i and λ is 

arrival rate. Then average access time is calculated as  
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3. EFFICIENT ROUND ROBIN 

SCHEDULING ALGORITHM 
Procedure ERR Algorithm 

Input : N data items 

Output : Average Access Time 

Begin 

1 . Randomly generate the sizes of the data items 

2. Calculate the stretch of each item 

3. Arrange the data items in sorted order based on stretch 

values (from highest to lowest) 

4.  Repeat steps 5 through for all data items 

5. If( (si)>tq and (si– tq ≤ tq)) 

Broadcast the entire data item 

   Else Broadcast a part of it for a period of time quantum 

6. Calculate waiting time of all the data items 

7. Calculate average waiting time using Eq-1 

8. Calculate average access time using Eq-2 

Figure 1 : ERR Algorithm 

3.1 An Example:  
Consider the Table 1 which shows the data items with 

respective service times and access probabilities. Using the 

data given in Table 1 calculate stretch for each data item.  

The Stretch is calculated as       . 

 Table 2 illustrates the calculated stretch values. After 

calculating stretch for each data item, arrange the data items in 

the descending order with respect to stretch values. 

 Table 3 gives the ordering of the data items based on stretch 

values. 

Consider the time quantum as 4 , tq = 4. Based on the 

algorithm of [12] and the proposed algorithm calculate the 

waiting time of each item using time quantum from  Table 3. 

Table 1. Show data items with service times and access 

probabilities 

Data Item Di Service Time si Access Probabilities Pi 

D1 10 0.0309 

D2 5 0.21 

D3 5 0.17 

D4 8 0.1547 

D5 6 0.1383 

Table 2. Shows calculated Stretch values of each data item 

Data Item Di Service Time si Stretch S(i) 

D1 10 0.0309 

D2 5 0.043 

D3 5 0.035 

D4 8 0.0193 

D5 6 0.023 

 

Table 3. Sorted data items based on stretch values 

Data Item (Di) Service Time (si) Stretch S(i) 

D2 5 0.043 

D3 5 0.035 

D1 10 0.0309 

D5 6 0.023 

D4 8 0.0193 

Algorithm ORR [12] has two phases, where in first phase all 

the data items are allocated for a time period of time quantum 

using table 3 and the remaining amount of service time are 

calculated. 

 They are then broadcasted in ascending order of their service 

time in the second phase. The allocation of data items for 

broadcast is : 

D2 D3 D1 D5 D4 D2 D3 D5 D4 D1 D1 

0         4        8        12        16      20        21       22       24       28       32        34 

Calculate the waiting time of the data items  

Table 4. Waiting Time of each data item 

Data Item (Di) Waiting Time (wti) 

D2 21-5 = 16 

D3 22-5=17 

D1 34-10=24 

D5 24-6=18 

D4 28-8=20 

Now calculate average waiting time of the data items using Eq-

1 and Average Access time of the data items is calculated as Eq-

2 .Therefore the average access time for the above example is 

7.8199 broadcast units. 

According to Proposed ERR algorithm data items are 

broadcasted as : 
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D2 D3 D1 D5 D4 D1 

                       0       5       10      14      20      28     34 

Waiting times of the data items are shown in Table 5. 

 Average waiting time and average access time of the data items 

are calculated using Eq-1 and Eq-2. And Average access time 

for the given data is 5.340 broadcast units. 

It is observed that the average access time based on ORR 

algorithm is 7.8199 where as proposed ERR has 5.340. 

Hence from the example it is proved that the proposed 

algorithm performs better in terms of access time. 

Table 5. Waiting Time of data items w.r.t. ERR algorithm 

Data Item (Di) Waiting Time (wti) 

D2 5-5 = 0 

D3 10-5=5 

D1 34-10=24 

D5 20-6=14 

D4 28-8=20 

 

4. EXPERIMENTAL RESULTS 
In this section proposed on-demand (pull) system is validated 

by performing simulation experiments. The main goal of the 

system is to reduce access time of the data items. 

The assumptions and parameters which are used for the 

simulation are as follows: 

1. Simulation experiments are evaluated with a single 

server containing number of data items(N) varying 

from 100 - 500 

2. The arrival rate, λ, of the pull system is assumed to 

vary between 5-25.  

3. Sizes of the data items generated between from 1-

10. 

4. The access probabilities of the data items to be 

skewed , change θ from 0.2-0.8 

5. Time quantum, tq, is set to vary from 4-7. 

6. Bandwidth, b ,  of the channel varies from 10-50 

7. To compare the performance ORR algorithm of [12] 

is chosen as point of reference. 

 

 

Figure 1: Impact of Arrival rate on Average Access Time 

From Figure 1 it is concluded that as the value of arrival rate, 

λ , increases the average access time also increases but at 

moderate rate when compared with [12]. 

Figure 2 shows the variation of average access time with 

different values of bandwidth (b). It is observed that the 

access time drastically falls as there is increase in the 

bandwidth which is the capacity of the broadcast channel.  

 Figure 2: Performance comparison with varying 

Bandwidth 

 

Figure 3: Performance comparison with varying Database 

Size 

Figure 3 demonstrates that as the size of the database or 

number of data items increases the access time also increases. 

And  ERR performs better than that of ORR.  
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Figure 4: Performance Comparison with Varying Access 

Skew Coefficient 

Figure 4 shows that as the access skew coefficient increases 

there is a decrease in the access time. Again it is observed that 

there is a significant variation of average access time. 

Figure 5 demonstrates how access time varies with the most 

important parameter of the algorithm, the time quantum. As 

the time quantum increase there is a decrease in average 

access time. 

 

Figure 5 : Average Access Time vs.  Varying Time 

Quantum 

Figure 6 demonstrates the change in average access time with 

varying database size (100 - 500) and for time quantum (6 and 

8).From the analysis it is concluded that the proposed 

algorithm outperforms in terms of average access time with 

varying arrival rate, bandwidth, database size, time quantum 

and access skew coefficient. 

 
Figure 6: Impacts of Time Quantum and Database Size on 

Average Access Time 

5. CONCLUSION 
This paper has developed broadcast program for pull system 

given the access probabilities and sizes (lengths) of the data 

items. ERR algorithm is developed to minimize the access 

time in pull model. Sensitive analysis is conducted on ERR 

algorithm to measure its performance on parameters such as 

database size, access skew coefficient, time quantum, 

bandwidth and arrival rate. It is proven by the above results 

that the proposed algorithm performs better for variable length 

data items. The future work can be extended to develop a 

hybrid model to reduce access time for disseminating the data 

items on to multiple channels. 
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