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ABSTRACT
Over the centuries, information security has become a major issue. Encryption and decryption of data has recently been widely investigated and developed because there is a demand for a stronger encryption and decryption which is very hard for intrusion. Cryptography plays major roles in fulfillment of these demands. Many of researchers have proposed a lot of encryption and decryption algorithms. But most of the proposed algorithms encountered problems such as lack of reduced cost of data and error control mechanisms to maintain the security of data in the communication channel. In this paper, a highly secured data encryption and decryption scheme is proposed to enhance the Huffman’s method. The Residue Number System (RNS) is employed with four moduli set \(\{2^{14}, 2^{31}, 2^2, 2^{31} - 1\}\) and two redundant moduli set \(\{2^{28}, 2^{32} + 1\}\) for error handling using the concept of the traditional Huffman’s algorithm, where the frequency of occurrences of each character are used to generate binary codes. The proposed scheme allows for unreadable encrypted set of bits, except the intended recipient with the right moduli set can decrypt it, reduced cost of both data transmission and storage, and error detection and correction.
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1. INTRODUCTION
Cryptography is the art and science of using cryptographic techniques and practicing the cryptographic techniques in designing a secure cryptosystem [5], [14]. The current network communication system requires exchange of information with highly secured data and reduction in both the space requirement and speed for data storage and transmission. In order to reduce the cost of both data storage and communication, there is a need to reduce the redundancy in the data representation, which is, compressing the data. Compression is a technology for minimizing the amount of data used to represent any content without excessively reducing the quality of the data [5]. The Residue Number System (RNS) that supports carry free, parallel, high speed, low power and secure computing is applied to enhance the Huffman coding technique with the moduli set \(\{2^{14}, 2^{31}, 2^2, 2^{31} - 1\}\) is proposed in this research. RNS has the advantage of fast computation over other number systems due to its inherent features of parallelism, fault tolerance, carry free operations, and modularity [8], [9], [10], [16]. The inherent error correction ability and fast intensive-arithmetic capability is of essence in this paper. Data encryption and decryption is certainly important to the security or integrity of information to be transmitted through a network communication channel, the need for fast and secured data transmission is therefore of great essence. RNS defined by a set of relatively prime integers called the moduli. The prime moduli set represented as \(\{p_1, p_2, ..., p_n\}\) , where \(p_i\) is the prime of \(i\)th modulus. Each integer \(X\) is represented as a set of smaller integers called residues. The residue set represented is \(\{r_1, r_2, ..., r_n\}\). Where \(r_i\) is the \(i\)th residue. The residue \(r_i\) is defined as the least positive remainder, when \(X\) is divided by modulo \(p_i\). RNS is based on congruence relation, which is defined as follows.

\[
\left| X \right|_{p_i} = r_i \tag{1}
\]

where \(p_i\) is the modulus, \(r_i\) is the residue and \(\left| X \right|_{p_i} = X \mod p_i = r_i\). The dynamic range is determined by the product of modulo set \(\{p_1, p_2, ..., p_n\}\) [1], [2] and represented by;

\[
M = \prod_{i=1}^{n} p_i \tag{2}
\]

1.2 Arithmetic Operations in RNS
Let \(I\) and \(J\) be represented in RNS as \(I = (i_1, i_2, i_3, ..., i_n)\) and \(J = (j_1, j_2, j_3, ..., j_n)\) and \(I, J \in H_M = (1, 2, 3, ..., M - 1)\), \(M\) been the dynamic range.

Then \(H = I \bowtie J\) where \(\bowtie\) represents addition, subtraction or multiplication operation in RNS as follows;

\[
H = I \bowtie J \rightarrow (\left| i_1 \right| \bowtie f_1, \left| i_2 \right| \bowtie f_2, ..., \left| i_n \right| \bowtie f_n) \tag{2.1} \tag{19}, \tag{20}
\]

For example, if \(m_1 = 3\), \(m_2 = 4\), \(m_3 = 5\) then.
There is a lot of literature on data compression and encryption which tend to view the subject from the perspective of data transmission only and forgotten the core value of compression in data storage. In this paper, the discussion will be centred on encryption and decryption of data for storage and transmission through network communication channels. Thus, the study is focus on an algorithm for data compression, encryption and decryption by adopting the traditional Huffman’s method for data encoding but deal not with hardware component of the compression.

The whole idea of this form of data encryption started in [4], where the source message and their corresponding probabilities are arranged in order of non-increasing probabilities and then divided into two groups of nearly equal total possible probabilities. Each of the source messages in the first group is then assigned with ‘0’ as the first codeword and those in the second group are assigned with ‘1’ as their first codeword. The process is repeated until smallest possible groups are reached. The scheme in [6] proposed a modification for the method of coding in [4] by building an extended binary tree with a minimum weighted path length from a set given weights. It therefore takes a list of weights as inputs and constructs a full binary tree with every node having either zero or two children and the weights are assigned to the children leaves. The scheme in both [11], [15] enhanced the Huffman’s method by proving that the upper bound on the redundancy of Huffman’s code is the probability of the least source message \( n + \frac{\log 2 \log e}{e} \). The scheme in [3] also researched on enhancing the Huffman coding by applying RNS using the popular three moduli set \( \{2^n − 1, 2n, 2n+1\} \).

The rest of the paper is organized as follows: section 2 presents the proposed method for encoding and decoding as well as the reverse conversion process to recover a sent message. Section 3 deals with the error handling aspect of the scheme; the performance of the proposed scheme is presented in Section 4, and Section 5 concludes the paper.

2. PROPOSED SCHEME

A highly secured data storage and transmission is being proposed in this application. One way of achieving this highly secured and reduced cost of data storage and transmission is the use of RNS. However, RNS is not without challenges; arithmetic operations such as magnitude comparison, sign detection, overflow detection, moduli selection, reverse and forward conversions hinder the wide spread usage of RNS in general purpose computing [7]. For the success of any application of RNS, the conversion processes of binary (or decimal) to residue conversion and residue to binary conversion are required [13]. In order to achieve the objective of the study, we adopted the traditional Huffman’s algorithm where frequencies of occurrences of each character in the source message (decimal numbers) are converted to residues and then to binary at the front end of the conversion. This paper also looks at the concept of Redundant Residue Number Systems (RRNS) as an error detection and correction mechanism for the proposed algorithm. RRNS are relatively pair prime moduli set that have been added to the chosen moduli set for error detection and correction. The reverse conversion process is achieved by the use of the CRT as follows:

For any integer set of residues \( \{r_1, r_2, ..., r_n\} \),

\[
X = \sum_{i=1}^{n} M_i \left( r_i \right) M_i^{-1} \left| p_i \right|_M
\]

where, \( X \) is the resulting number, \( r_i \) is an element of the \( i \)th residue, \( p_i \) is the modulus, \( M_i = \frac{M}{p_i} \) is the dynamic range of the system and \( M_i^{-1} \) is the multiplicative inverse of \( M_i \) over modulo \( P_i \) [2], [19].

The algorithm is made up of an efficient low complexity encoder and decoder to ensure a very high security level, reduced cost of data for storage and transmission, and error control. With the adoption of the Huffman’s algorithm, the RNS moduli set is applied to the frequency of occurrence of each character in the source message (decimal number) \( X \) in the encryption process at the front end. A reversed process is applied to the encrypted bitstream in the decryption process at the back end.

2.1 Encoder

During encoding, the forward conversion process is employed with the four moduli set and the additional two redundant moduli set to encode the decimal number \( X \) (frequency of occurrence of each character) to residues as the first encryption. The resultant residues from the modulus operations are obtained simultaneously as the operations are executed in parallel by corresponding modulo circuits. The residues are converted to binary as the final encrypted bitstream for each particular character and then concatenated to be a RRNS codeword [10]. The encrypted bitstream are organized into special order before it is randomly transmitted or stored in memory cells.

2.2 Decoder

The decoding process is designed to detect and correct errors. During decoding, detection of errors is applied to any read codeword from the memory, a codeword is valid if its decoded value is within the legitimate range otherwise it is invalid, hence error correction is needed. However, the correction process involves an exhaustive systematic calculation to search for values that are within the legitimate range. From all recovered integer values, there will be ideally, at least one unique value falling within the legitimate range, which is the correct data. However, in a case where there are more than one recovered values falling within the legitimate range, such ambiguity is resolved by using maximum likelihood decoding scheme to determine the rightful data between the recovered values. The idea behind the scheme is the closest Hamming distance between and among the values falling within the legitimate range and the read codeword [10]. The correct encrypted bitstream is first converted from binary to residues, and then from the residues back to the decimal number \( X \) using the traditional Chinese Remainder Theorem (CRT) because it allows for larger modulo dynamic
range $M$ operations. The schematic diagrammatic representation is shown in figure 1 and figure 2 respectively.

Figure 1 A Schematic Diagram of RNS Encoder

Figure 2: A Schematic Diagram of RNS Decoder

2.3 Residue to Binary Conversion

The residue to binary conversion can be achieved by using the CRT [2]. For any integer $X \leq M$, can be uniquely represented in RNS as $(r_1, r_2, \ldots, r_n)$ and $(p_1, p_2)$ are pair relatively prime, and then X can be recovered by using equation (3).

### 2.3.1 Example 1

The following example shows the use of CRT to recover the number from its residue digits. The number 25 can be represented using the moduli $(2, 3, 5, 7)$ as $(1, 1, 0, 4)$. To convert $(1, 1, 0, 4)$ back to a decimal representation, the CRT is applied as follows: $M = 2 \times 3 \times 5 \times 7 = 210$.

$$M_i = \frac{210}{mi} = (105, 70, 42, 30)$$

The multiplicative inverses are obtained as follows:

$$[105]_2 = 1, [1]_2 = 1, \text{ therefore } M_1^{-1} = 1$$
$$[70]_3 = 1, [1]_3 = 1, \text{ therefore } M_2^{-1} = 1$$
$$[42]_5 = 2, \ (2 \times 3) \ [5]_5 = 1, \text{ therefore } M_3^{-1} = 3$$
$$[30]_7 = 2, \ (2 \times 4) \ [7]_7 = 1, \text{ therefore } M_4^{-1} = 4$$

Then using equation (4), $X$ can be obtained as

$$X = \{[105]_1 = 1, 1, 0, 4, 12, 8 \} + 105 \cdot 70 + \{[70]_2 = 1, 1, 5, 0, 9 \} + 70 \cdot 42 + \{[42]_3 = 2, 0, 3, 0, 2, 11 \} + 42 \cdot 30 + \{[30]_5 = 1, 2, 6, 1, 10 \} + 30 \cdot 105 = 655 \cdot 210 = 137$$

### Table 1: Characters and their Frequencies showing some Examples for Decimal to Residue Conversion with the Moduli Set $(2^n-1, 2^{n+1}-1, 2^{2n+1}-1)$ and $(2^{2n}-3, 2^{2n}+1)$.

<table>
<thead>
<tr>
<th>Character</th>
<th>Frequency</th>
<th>Moduli Set $(2, 3, 5, 7, 13, 17)$</th>
<th>Encrypted bitstream</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>25</td>
<td>1, 1, 0, 4, 12, 8</td>
<td>01. 01.00. 100. 1100. 1000</td>
</tr>
<tr>
<td>B</td>
<td>26</td>
<td>0, 0,1, 5, 0, 9</td>
<td>00. 00. 01. 101. 00. 1001</td>
</tr>
<tr>
<td>C</td>
<td>27</td>
<td>1, 1`, 2, 6, 1, 10</td>
<td>01. 01.10.1100.10100</td>
</tr>
<tr>
<td>D</td>
<td>28</td>
<td>0, 2, 3, 0, 2, 11</td>
<td>00.10. 11.01. 10. 1011</td>
</tr>
<tr>
<td>E</td>
<td>44</td>
<td>0, 2, 4, 2, 5, 10</td>
<td>00. 10.100. 10. 101. 1010</td>
</tr>
</tbody>
</table>

3. ERROR HANDLING

It is important to notice that all error correction methods in RNS employ the use of RRNS. By employing two redundant moduli set along the original chosen moduli set, the algorithm can be a better enhancement of the Huffman’s coding technique in terms of bit error rate (BER) [9]. In RRNS, a number represented with an original moduli set (with $p$ number of moduli) can still be represented with the original chosen moduli and redundant moduli ($q-p$) number of redundant moduli). The redundancy in the system allows for the reconstruction of that number by using any $v$ combinations of the moduli at the receiver and such RRNS ($q, p$) code has capability of simultaneously detecting $s$ residue digit errors and correcting $t$ random residue digit errors, if and only if $t+s \leq (q-p)$ [9].

### 3.1 Example 2

This example illustrates how a single error in the received residue digits is detected and corrected by employing two redundant moduli. Let’s consider two redundant moduli, namely 13 and 17 in addition to the original moduli $(2, 3, 5, 7)$. Now, the moduli set becomes $(2, 3, 5, 7, 13, 17)$. Let us consider the integer message $x=25$, which has residue digits $(1, 1, 0, 4, 12, 8)$. Assume that the $P_3$ digit is in error, i.e. $(1, 1, 2`, 4, 12, 8)$. According to CRT, the integer $X$ in the range $(0, 210)$ can be recovered by invoking any four moduli and their corresponding residue digits, if no errors occurred in the received RNS representation.

Let us now attempt to recover the integer $X$ represented as $(1, 1, 2`, 4, 12, 8)$ by considering all possible cases. Once all the possible combinations of four out of six residue digits retained, it results in:

$(r_1, r_2, r_3, r_4) = (1, 1, 2`, 4) \rightarrow X_{1234} = 67$

$(r_1, r_2, r_3, r_5) = (1, 1, 2`, 12) \rightarrow X_{1235} = 337$
In feature, the proposed scheme can be outperforms equivalent known for its Application to Computer Technology. MC

4. PERFORMANCE ANALYSIS

5. CONCLUSION

In this paper, a new RNS four moduli set data encryption and decryption algorithm is proposed based on the traditional Huffman’s encoding algorithm that utilizes the probability or frequency of occurrence of characters or strings in a particular set of data. Additionally, the proposed scheme allows for possible error detection and correction. On theoretical point of view, our proposed scheme outperforms equivalent known state of the art RNS three moduli set encryption in terms of security and storage capacity. For the intruder to be able to decrypt the message, then the moduli set should be known and as well as the encryption algorithm. The reduced size of compressed data is achieved using RNS which uses residue of numbers instead of the numbers themselves that have greater weights or magnitude. In feature, the proposed scheme can be enhanced by simulation.

5.1 Future Research

The research in future will focus on real experimental encoding and simulation. Matrix laboratory (MatLab) will be used to simulate the Huffman’s method of encoding as well as the proposed RNS applied Huffman’s algorithm using different file formats and sizes. The size and speed of execution will be determined for both algorithms to evaluate their performances.
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