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ABSTRACT 

Design of a programmable Multi core processor to implement 

compute several complex multimedia applications is 

presented. The Processor is expected to complete the given 

task with minimum latency. The hardware must adhere to 

minimal area and power requirements. This paper gives 

design details for enhancement of performance parameters of 

multi core processors. It is necessary to optimize the processor 

performance at both architectural and execution levels. At 

architectural level use of locally synchronous clocking 

mechanism will eliminate the use of global clock tree with the 

help of asynchronous handshake protocol. At execution level 

completion time is reduced by 30% with the concept of 

reconfigurable instruction set processor and parallelism at 

data, memory, instruction and task level. 

General Terms 

Multiprocessor, Instruction set, Globally asynchronous and 

locally synchronous (GALS), Multi Reconfigurable 

Instruction set processor system on chip (MRPSoC), 

Multigrain-MRPSoC, Reconfigurable Instruction set 

Processors (RISP), Multigrain parallelism.  
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Reduced instruction set processor, MRPSoC- Multi-

Reconfigurable instruction set processor system on chip, RFU 

-Reconfigurable functional unit. 

1. INTRODUCTION 
Computer technology has made vast and incredible progress 

over the years since the first general purpose processor (GPP) 

was introduced. In the late 90’s, the emergence of 

multiprocessors led to a growth rate of 60% due to high 

performance improvements. In the recent past ten years 

growth rate increased to 80-100% due increased performance 

achieved by Multiprocessors. The performance of such 

processors have shown fastest growth rate when compared to 

supercomputers, mainframes and minicomputers. To meet 

these growth rates parallel computing is inevitable. 

Performance is always the main objective in all recent 

applications like video streaming, voice recognition, internet 

of things, image and video processing and computer aided 

designs require higher and higher computing capability. In 

scientific computing higher computational performances is 

always welcome. As multiprocessors are used in a wide range 

of applications, there is a need to meet the design metrics of 

multiprocessors like power, flexibility, robustness, cost, area, 

performance, completion time of application and many more. 

Such multiprocessors are expected to show much higher 

performance when more hardware resources are added to the 

machine i.e. they should be scalable. The design of 

multiprocessors architecture must address the loss in 

processor efficiency due to the following fundamental issues 

like (i) longer completion time of tasks,(ii) Long memory 

latencies, (iii) synchronization, (iv) Problems in 

communication between processors and lastly (v) 

Underutilization of individual processor efficiency. 

Designer must address these problems and include sufficient 

flexibility and scope for parallelism in the given task. Long 

latency in execution can be overcome with instruction 

pipelining and queuing techniques but resource sharing and 

scheduling becomes a major setback in such applications. 

This will limit the speed of computation process. Issues of 

clocking and synchronization among multiple cores can be 

overcome by innovative and effective design of architectural 

components. Idle time of processors can be reduced by 

comprehensive scheduling and resource management 

techniques.   

2.  MOTIVATION 
Performance enhancement has become a major and important 

need to satisfy the computational requirements of the current 

multimedia applications. Multiprocessor architecture 

innovations are needed to sustain the high performance 

growth rate of computers. There are various obstacles that 

make design of multiprocessors and implementation a 

challenging task, like limited parallelism available in the 

program, long memory latencies, and high cost of 

communications and issues of synchronization. A 

comprehensive study of various techniques for effective 

design of overall multiprocessor on a single chip 

incorporating all the architectural and software perspectives 

have not yet been carried out. In this work a comprehensive 

and detailed study and analysis of various methods to 

experimentally verify the efficiency of a high performance 

multiprocessor on chip is carried out. Hence the goals and 

objective of this work are, 

i. To study the various performance enhancement 

issues of multiprocessors 

ii. Analyse the various techniques to optimize the 

performance with architectural and software 

perspective. 

iii. Implement a design which improves the overall 

performance of the multiprocessor with respect to 

completion time, memory latency, parallelism, 

synchronization and clocking. 

iv. Present a comparative analysis of complete design 

with the existing techniques. 
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3. BRIEF SURVEY OF LITERATURE 
A survey of three papers giving details of techniques used to 

meet some of the objectives of this work is given below, 

[1] This paper describes platforms which consist of Multi 

Reconfigurable Instruction Set Processor System on Chip 

(MRPSOC). Reconfigurable Instruction set processor (RISP) 

consists of a microprocessor core that can be extended with 

reconfigurable logic. Concepts of RISP and use of 

Reconfigurable functional units for parallel and advance 

computation is proposed in this paper. MRPSOC can run 

applications in parallel and accelerate the performance due to 

its reconfigurable function unit (RFU) retaining s 

programmability.  

[2] This paper describes the potential parallelism in 

multimedia application and Multigrain parallelism in CMP. 

To accelerate the multimedia computing, parallelism is 

achieved at all the levels of executions. A method based on 

multigrain parallelism in CMP is proposed which utilizes the 

parallelism from Data-Level, Instruction-Level, Thread-Level 

and Memory-Level. This method lets the programmer to 

successfully layout the multimedia related program. 

To address the issues of parallelism, a parallel programming 

methodology is proposed in this paper, which utilizes the 

multigrain parallelism in CMP, for multimedia application. 

However, hardware must fully exploit the parallelism, at the 

same time programmer should explicitly parallel programme 

the tasks. In this method, programmer should take the core 

Architecture, the number of cores on chip, the 
interconnection and the communication protocol into 

consideration to achieve the expected results. 

 [3] This paper describes a Globally Asynchronous and 

Locally Synchronous (GALS) is an architecture that retains 

the benefits of synchronous systems, yet avoids the problems 

due to global clock tree. The GALS architecture is composed 

of large synchronous blocks (SBs) which are synchronized by 

a local clock and communication between the multiple 

processors is done asynchronously with each other. As the 

global clock tree is eliminated in this, the power to drive this 

clock tree is saved. Clock skew requirements in the SB clock 

nets relax thus easing the design issues. However, the GALS 

architecture comes with two overheads of its own: one is due 

to the asynchronous protocol signals, the other related to local 

clock generation. For the GALS architecture to be profitable, 

it is vital to keep these overheads low compared to the gain 

achieved by eliminating the global clock tree. 

4. METHODOLOGY  
Experimental wok of this project is carried out in 2 phases. In 

first phase a uniprocessor is designed with features of 

parallelism, reconfigurable logic and GALS clocking 

techniques. Later a matrix of 4X4 such processors are built to 

form a multi core processor on chip as shown in Fig.2.  

 

 

 

 

 

 

 

Fig.1. Uniprocessor with features of MRPSoC, Parallelism 

and GALS clocking 

Design issues of multi core processors are addressed at both 

architectural and execution level. At architectural level a 

reconfigurable functional unit is placed in every core which 

accelerates the computational speeds allowing parallel 

computations of critical portions of the program. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Multiprocessors on chip with controlling circuitry 

Further due to the elimination of clock tree GALS has 

enhanced the power and area savings. This technique makes 

use of handshake signals to synchronize between the cores. 

Architectural level implementations are done using Modelsim 
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simulation and coding is done in Veilog Hardware 

Description Language (VHDL).  

At the system level or execution level multi grain parallelism 

technique is used. Here parallelism is achieved at data, 

memory, instruction and task levels to optimize the 

performance of the multi processors. The code is written in 

System-C and compilation is done using Perl compiler.  

5. EXPERIMENTATION AND RESULTS 
Experimentation is done in two phases. In phase1, a single 

processor is built with enhanced performance techniques such 

as, reconfigurable instruction set, multigrain parallelism and 

GALS clocking. In phase II, a matrix of 4X4 processors are 

built on a single platform and an application is run to test the 

multi tasking, parallelism and synchronization between the 

processors on chip. Codes are written in Verilog HDL and 

System-C, and performance is verified using Modelsim and 

Pearl compilers. Simulation results of the proposed system in 

compression with normal multiprocessor on chip are shown in 

Fig. 3 and Fig.4. Time taken to complete the given task on the 

proposed MPSoC is 124 ns versus 173ns on a normal MPSoC 

 
Fig.3 Completion time of Normal MPSoC 

 

Fig.4 Completion time of Proposed Multiprocessor 

6. MAJOR CONTRIBUTIONS 
To eliminate the design issues of multiprocessors following 

techniques were  implemented. 

In all multimedia computations the major problem of longer 

completion time exists.  This problem is overcome by 

introducing multi reconfigurable instruction set processor 

(MRPSoC) architecture. MRPSoC can run applications in 

parallel with the help of reconfigurable functional unit (RFU). 

Here the critical portions of the code are identified and run in 

parallel on RFU. The non-critical instructions are run on the 

remaining available processors. With effective scheduling this 

technique will complete the task with 30% less time. 

In addition to this the delay in memory access and latency 

caused due to data fetching is overcome by adding features of 

multigrain parallelism. Here the parallel processing is not only 

meant at instruction level but also at data, memory and task 

level.  

Issues of synchronization between individual cores inside the 

multiprocessor are eliminated by using globally asynchronous 

and locally synchronous clocking mechanism. Here a 

considerable amount of power saving is achieved by 

introducing asynchronous handshake based protocols among 

the cores.  

7. CONCLUSIONS  
This paper presents a novel solution to the current multi core 

processors design issues like longer completion time, long 

memory latency, issues of synchronization and clocking. It is 

concluded that the performance enhancement techniques have 

been implemented for multiprocessors on a chip with 4X4 

processors. Proposed system provides a comprehensive and 

best solution to optimize the performance of multiprocessors o 

chip with both architectural and software perspective. 

Comparative analysis reveals that proposed design provides a 

30% improvement in completion time of a task when 

compared to normal multiprocessor on chip designs.  
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